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Abstract. The article deals with issues related to obtaining operational data from process 

equipment and machine parameters of the CNC system in order to monitor the correct use of 

equipment, and to comply with the regulations for its operation [1]. Data is collected using data 

acquisition modules that can work with equipment using specific protocols. To store and 

process the received data using its own REST-server. The obtained data at the request of the 

user can be configured by selecting from a common array of data and designating them. 

1.  Introduction 

One of the most important tasks of MES-systems (manufacturing execution system, production 

process control system) is the collection of information related to production from the automation 

systems of the production process, sensors, equipment. For each specialist working in an enterprise, 

different types of data collected are relevant. For example, for a technologist of interest are the 

following: monitoring in real time of the parameters of the processing mode, tracking possible critical 

loads on the tool, tracking the actual time distribution of processing modes and machine states. The 

following data is necessary for the mechanic: equipment operating time, reports on critical processing 

parameters, information from sensors, analysis of the temperature of technological components of the 

equipment, compliance with work regulations with equipment prior to its launch, during operation and 

at the end of work (for example, heating the spindle before starting work) control of the limiting 

parameters of the equipment). The use of the collected data will allow: reduce the number of scrap, 

rework, speed up equipment retooling, optimize the process, improve equipment accuracy, extend 

equipment life [2].  

There are various ways of organizing the data acquisition subsystem from the process equipment. 

One option is to install smart sensors that, when the values of monitored parameters change, will send 

data to the shared cloud storage, for example, Microsoft Azure, Amazon Cloud. This approach has 

several drawbacks: the data is stored on a remote server and data integrity issues are beyond the 

competence of the enterprise. Also worth mentioning separately is the cost of using cloud storage. In 

this case, it depends on the required power of resources, i.e. if it is necessary to solve the problems of 

analysing the collected data, the cost of using the resource can seriously increase. This article assumes 

the use of your own server with software for collecting, storing and analysing data. 
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2.  Architecture of the subsystem for collecting diagnostic and informational data 

On the one hand, the data acquisition subsystem should interact with technological equipment, which 

can be controlled by different CNC systems, have different protocols for data transmission, etc., and 

on the other hand, be integrated into the enterprise MES system for data accumulation and processing 

[3-7]. 

The architecture of the subsystem for the collection of diagnostic and informational data is 

presented in Figure 1. 

Data acquisition 

module

Data acquisition 

module

Data acquisition 

module

Machine-tool with 

CNC Sinumerik 

(Siemens)

Machine-tool with 

CNC iTNC 

(Heidenhain)

Machine-tool with 

CNC 0i-Series 

(Fanuc)

Database

REST-server

REST API

Dataset configuration

..
.

..
.

System for collecting diagnostic 

and informational data

 

Figure 1. Architecture of the subsystem for collecting diagnostic and informational data. 

CNC process equipment is polled by data acquisition modules with a specific period [8-15]. For 

each type of machine (turning, milling, controlled by different CNC systems), you can define your 

own data set for collecting from sensors and / or obtaining machine parameters of the system [16,17]. 

Each of the data acquisition modules is focused on interaction with a specific equipment according to 

a specific protocol and places the obtained data in a document-oriented database. The REST server 

(Representational State Transfer - “transfer of the presentation state”) accepts requests from the client, 

which can be a remote terminal, or a module that uses data for further calculations and provides 

information about equipment, data sets or the data itself in accordance with the data configuration, 

described for server [18,19]. 

3.  Data configuration 

In the considered architecture provides the ability to configure the data. The data configuration file 

contains metadata for all sets collected by the server. The JSON file (JavaScript Object Notation is a 

text-based data exchange format based on JavaScript) contains an array of descriptions of equipment 

items (for example, machines) and an array of descriptions of data sets. 

Consider the system shown in Figure 2. Operational data is collected from two machines - turning 

and milling. Each machine has a spindle temperature sensor, and information about the spindle speed 

is also obtained. 
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Figure 2. Collecting information about temperature and spindle speed from two machines. 

The fragment of the configuration file corresponding to the data to be collected is shown in Listing 

1. As the configuration data, types and names of the machines are indicated, the data from which will 

be collected, the data necessary for obtaining the data associated with the machine are indicated. 

Similarly, you can configure all the received data. 

{  “machines”: [ 

    {      “id”: 1, 

      “name”: “Lathe CNC Machine”, 

      “description”: “Model ТС-200” 

    }, 

    {      “id”: 2, 

      “name”: “CNC Milling Machine”, 

      “description”: “Model МC-200” 

    } 

  ], 

  “datasets”: [ 

    {      “id”: 1, 

      “machine_id”: 1, 

      “unit”: “rpm”, 

      “description”: “Spindle speed” 

    }, 

    {      “id”: 2, 

      “machine_id”: 1, 

      “unit”: “C”, 

      “description”: “Spindle temperature” 

    }, 

    ] 

} 

The data from the configuration file is requested by the interface to display the data sets, their 

descriptions, and accessories to certain equipment. 
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4.  Presentation of data on the server 

To store the values of parameters collected by the server, you can use one of the types of databases. 

Since the values of different parameters can be of different types and it is difficult to create an 

unambiguous database scheme, the use of relational database management systems is very 

problematic. Document-oriented database management systems, such as MongoDB, are better suited 

for storing such data sets. Data schemes and data itself are stored in it in BSON format, which is a 

binary JSON. 

Each data point corresponds to a document whose structure contains: 

• _id – ObjectId type parameter, which is a unique identifier (primary key) and is generated by 

the DBMS automatically when adding a point to the database; 

• dataset – identifier of the data set (int, 32 bits), determines the ownership of the data set to a 

source. Each data source has its own unique identifier within the system.; 

• time – parameter of type Date, which contains a time stamp of data in Unix format; 

• value – directly the value of any valid BSON type. 

5.  Requests to the server 

Requests to the REST server are made via the REST API. Figure 3 shows a fragment of the REST 

call set. 

 

Figure 3. REST API call set example. 

Calls are divided into three groups.: 

1. Machines - receiving information about the equipment from which data is being received. 

• A call to GET / machines returns a list of equipment for which data is being collected. 

2. Datasets - getting information about datasets from hardware. 

• A GET / datasets call returns a list of data sets that are collected by the server. 

• A call to GET / datasets / {machine_id} returns a list of data sets that are collected for 

equipment with a machine_id. 

3. Dataset - getting data from a specific data set. 

• The GET / dataset / {id} call returns all the data set with id. 

• The POST / dataset / {id} call returns the data set with the identifier id for a certain time. 

The time range is transmitted as additional call parameters (Figure 4). 
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Figure 4. Passing a time range as additional call parameters. 

The types and formats of responses for the data set are shown in Figure 5: 

 

Figure 5. Types and formats of responses for the data set. 

6.  Practical implementation 
Many instructions on the use of machines, especially with high-speed spindles, require the heating of 

the spindle assembly after a long idle. This is due to two factors: 

1. it is necessary to warm up the bearings slowly and disperse the lubricant using the 

mechanisms of the spindle assembly before the spindle assembly begins to work under load; 

2. if the spindle assembly has not reached the nominal temperature, then changes in its 

geometrical parameters are possible, which will lead to a decrease in the accuracy of the parts 

produced.  

For example, the documentation for the spindle assembly indicates that when the machine is idle 

for more than four hours but less than eight days, it is necessary to start the warm-up cycle according 

to the following scheme: 

1. start the spindle with a speed of 25% of the maximum, work for two minutes; 

2. set the speed of 50% of the maximum, work for two minutes; 

3. set the speed of 75% of the maximum, work for two minutes; 

4. the spindle is ready for operation. 
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Information from the spindle node temperature sensors and the spindle speed is fed to the 

collection system server. In the future, it can be obtained, analyzed and used for any other purposes. 

For example, it is possible to check whether the operator fulfills the prescribed instructions for heating 

the spindle assembly, or when justifying the refusal of warranty repair for non-compliance with the 

operating regulations. The graphs in Figure 6 show the temperature of the spindle assembly and the 

speed of the spindle after turning on the machine. In this case, the heating of the spindle assembly is 

performed in accordance with the instructions [20-22]. 

 

Figure 6. Temperature and speed of the spindle after turning on the machine. 

One of the advantages of using this approach and technology is the ability to present data on the 

state of technological equipment in the web interface [9,10].  

7.  Conclusion 

The proposed approach to organizing data collection software allows data collection from various 

technological equipment. For work with various types of equipment, including for different data 

transfer protocols, different data acquisition modules are used. Information from all modules comes in 

a single database, where it is accumulated and can be further processed and used. In most cases, the 

user does not need all the information stored in the database on the state of all elements of the 

technological equipment of the enterprise, but only some part of it, for example, information about the 

temperature of the spindle assembly on several machines, or about the load on the equipment of a 

particular section, or information from sensors of one particular machine. Selecting data and 

presenting them in a user-friendly form allows a REST server with a data configuration function. 
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